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Advanced fuzzy modeling

(Pokročilé techniky fuzzy modelování)

In the framework of this project, we assembled three main areas of interests: 

The basic concern has laid in exchange of our achievements and experiences in solutions of theoretical problems in the field of fuzzy modeling. 

Moreover, we expected to improve already existing methods and possibly find new ones.

Practical application of fuzzy approximation methods.

We have received the following results relating to particular problems in the above formulated areas:

1. A comparative study of fuzzy modelling methods

A comparative study of fuzzy modelling methods was an integral part of an application branch of the Aktion project. It focused especially on fuzzy approximation methods dealing with real problem data. A dataset for the comparison, so-called NOx data, was provided by FLLL and is described in . The NOx dataset describes a dependency between Diesel engine emissions and some measured features. The task is to predict a model for the emission channel of NOx on-line (see also [6]).

During the comparative study, several models with many different parameters were constructed. All the models were built using the software package LFLC2000 (see ) developed at IRAFM. Manipulating with the real problem data showed limitations of this package and led to number of improvements such as:

New learning algorithm appropriate for an automatic generation of an approximation-based fuzzy rule base from an arbitrary data set: This algorithm generates a fuzzy rule base which can be connected either to a fuzzy approximation with conjunctions or to a fuzzy approximation with implications. It is described in .

Algorithm for merging rules: After an automatic generation of rules from data, one usually gets a huge number of rules. Many of the rules can be merged and so the rule base can be reduced significantly. This increases transparency of the rule base and speed of the inference (compare also with [1]).

Some improvements of the fuzzy transform method in order to apply it for a multidimensional data.

The stability of the whole software package was significantly improved.

All the promising results, improvements and comparisons (based on a huge number of tests and experiments) including a discussion and a prospect of further research and continuation of the work can be found in  and . For further research, it is planned to even enrich the comparison study by new modern methods involving incremental algorithms in the fuzzy transform approach. This algorithm is described in  and its improvement which also enables a user to improve a fuzzy partition of a given domain w.r.t. a given dataset is published in .

2. Fuzzy approximation by means of aggregation operators

Fuzzy approximation may be treated as a theory studying approximating functions created using techniques based on the theory of fuzzy sets. It is understood generally in two different ways differing by the tool that we have at disposal intended to approximate a given function or a data-set: (1) dependency is expressed by a fuzzy function in Hájek’s sense or (2) it is approximated by an ordinary function using techniques based on fuzzy set theory. Both approaches should preserve a common feature in their transparent interpretability.

We have focused only on the second type of fuzzy approximation techniques. The basic idea behind our approach is to apply aggregation operator of the same type two times:

aggregate data relatively to subsets of input space, and then

interpolate between these aggregated data.

First, we have investigated approximations using Choquet-like aggregation operators (leading to weighted quasi-arithmetic means). In this case, we obtained an approximating function that interpolates between central characteristics received from the data set related to Ruspini partitions of the input space. Using the Choquet-like aggregation operators, we can capture and eliminate different kinds of noise or errors included in the system etc.

Moreover, approximations based on Sugeno-like integrals were studied. Let us point out that the received approximations are different from the fuzzy transformations using operations on residual lattice introduced in . All received results are summarized in .

3. Full fuzzy transformation and the problem of image fusion

Last but not least, we have considered fuzzy transformation . The main characteristic of this method is that it locally minimizes variance of the weighted arithmetic mean and hence, it allows extracting different frequences. Due to this property, it is ideal for applying it in image fusion. But similarly to wavelet transformation it, might become useful in various different applications.

Since it is necessary to extract different frequences in one turn, therefore, we have to apply fuzzy transformation more than once. We found a formula with which we are able to express an original function using partial sums with an arbitrary precision. Whenever we work with a discrete data set, we can transform it completely and so, we speak about a full fuzzy transformation. For the details see .

Conclusions

During this project, we have developed and enlarged the class of methods of fuzzy approximation. Two new approximating formulas were introduced as a solution of the optimization problem.  Moreover, we have improved effectiveness of fuzzy approximation of continuous functions using soft computing methods. 

Testing of the methods on the real application data showed the necessity of widening with pre and post processing techniques. Implementation of these techniques significantly enhanced applicability of the software package LFLC 2000. 

Generally, we can state that our cooperation was successful in the sense of knowledge exchange and comperison of different approaches to research problematic. And the assigned budget has been exploited choicely. 
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